JlaGoparopnas padora 3
Anasm3 DDoS arak mogeasiMu riry0oKoro o0y4eHust
Jan garacer DDoS araxk

https://www.kaggle.com/code/chitrakshsingh/ddos-sdn

Pa3paboTtarh u mpoTeCTUPOBATh MOJIENIN HEMPOHHBIX ceTell s Kinaccupukauuu DDoS-
atak Ha ocHOBe jaracera DD0S-SDN. IIpoBectr cpaBHUTENBHBIN aHAIN3 PA3TUYHBIX ap-
XUTEKTYp HEHPOHHBIX CETEH.

Tanbl BLINOJHEHUS

1. IloaroroBKa JaHHBIX

1. 3arpy3ka q1aHHBIX
o Ckauarp naracet ¢ Kaggle u 3arpy3uts B cpeny paszpabotku (Google
Colab, Jupyter Notebook, PyCharm).
o MHcnonb3oBare pandas u numpy s 00pabOTKU JaHHBIX.
2. AHAJU3 TaHHBIX
o OnpenenuTs ENEBY0 IEPEMEHHYIO U IPU3HAKH.
o Hccnenosars 6ananc kinaccoB (value counts()).
o IIpoBepuTh HaNMMUME MPOIYIICHHBIX 3HAYCHUH U YIAIUTh/3aMEHUTD UX.
3. IIpenodpadoTka TaHHBIX
o Komupoanue kareropuansubix npusHako (LabelEncoder,
OneHotEncoder).
o MacmrabupoBanue yuciIOBbIX Mpu3HaKoB (StandardScaler,
MinMaxScaler).
o Pa3nenenue Ha 00y4JaroIIyIO U TECTOBYIO BEIOOPKH (train_test split).

2. O0yyeHHe HeIPOHHBIX ceTeil
PeanuzoBaTh 1 00yUUTh TPU TUIIA HEHPOHHBIX CETEH:
2.1 ITosHocBsi3Has HelipoHHas ceTh (Dense Neural Network, DNN)
ApxuTekrypa:
o Bxonnoti cnoit (Input Layer).
o Hecxkonbko ckprIThIX citoeB ¢ Dense u ReLU.
o Dropout (s mpenoTBpaiieHus nepeooydeHus).
o BrixonHoi#t cioii ¢ sigmoid (eciu 6uHapHas knaccudukaiys) uiau softmax (ecnu
MHOTOKJIACCOBAs ).

bubdauorekn:

o TensorFlow/Keras
o Dense u3 tf.keras.layers


https://www.kaggle.com/code/chitrakshsingh/ddos-sdn
https://www.kaggle.com/code/chitrakshsingh/ddos-sdn

I'mnepnapameTpsl 11 HACTPOMKHU:
o KonunuecTBo croeB 1 HEUPOHOB.
o learning rate (ontumusarop Adam).
o batch_size, epochs.

2.2 Cgeprounas HeiiponHas ceThb (Convolutional Neural Network, CNN)

ApXuUTeKTypa:
» Bxonnoti cnoit (Input Layer), npeobpa3yroniuit ganusie B 2D-marpuiry.
o ConvlD cnou ays 06paboTKH BpeMEHHBIX MOCJIeI0BaTeIbHOCTEH.
o BatchNormalization u ReLU s ynydimeHusi CXOTUMOCTH.
o MaxPooling1D st cHukeHust pa3MepHOCTH.
o Flatten u Dense nys kiaccudukaium.
bubanorexku:
o ConvlD, MaxPoolinglD, Flatten, Dense u3 tf.keras.layers.
I'mnepnapamertpsbi:
o KonuuectBo GuiibTpoB u pazmep siapa B ConviD.
o Pasmepnocts MaxPooling1D.
o KomuuectBo Dense-cnoes.
2.3 PexyppenTHas HelipoHHasi ceThb (Recurrent Neural Network, RNN)
ApxuTeKTypa:
e LSTM nmu GRU ans paGoTsl ¢ BpeMEHHBIMU PSIAAMH.
o Dropout u BatchNormalization ans perynspuzanuu.
o Dense cnoit ansa knaccuduxarym.
bubdauorexkn:
o LSTM, GRU us3 tf.keras.layers.
I'mnepnapamerpsbi:
o KomnuectBo LSTM-HelpoHOB.
o Komuuecto cinoeB LSTM.
o Pasmep batch_size.
3. Ouenka mojeJei
1. MeTpuku KayecTBa

o accuracy
o precision



o recall

o Fl-score

o ROC-AUC
2. Kpocc-Banuaamus

o Hcnomns3oBanue KFold nimm StratifiedKFold.
3. Busyajau3zanusi 00yyeHust

o Iloctpoenue loss u accuracy mo smoxam.

4. AHaJIu3 U BLIBOIBI

1. CpaBHMTbH pe3yabTaThl BCEX MOJEIEH:
o Kakas apxutektypa padoTaet tyurie?
o Bpems oOydeHHS KaKI0i MOJIETH.
o Kak 00paboTka BXOJHBIX JaHHBIX BIUAET HA PE3YNbTAT?
2. Cpnenarb BBIBOJBI O IPUMEHUMOCTH HEMPOCETEBBIX MOZENen K 3anade DDoS-kiac-
cu(UKalMH.

5. TpeGoBaHusA K OTUETYy
1. Kom ¢ KoOMMEeHTapusIMU.

2. Tpaduku 1 TaOMULBI C pE3yAbTATAMHU.
3. OmnwucaHue pe3ysIbTaTOB U BBIBOJBI.



